ICE 32

Perceptron


We'll look at the behavior of the perceptron algorithm running on the following data set: 

	i
	x1i
	x2i
	x3i
	yi

	1
	0
	0
	0
	+1

	2
	1
	0
	0
	+1

	3
	0
	1
	0
	+1

	4
	0
	0
	1
	+1

	5
	1
	1
	0
	-1

	6
	0
	1
	1
	-1

	7
	1
	0
	1
	-1

	8
	1
	1
	1
	-1


Assume that the initial values of the weights in the perceptron algorithm are 

 w=[.5 0 -1 0]
where the first weight corresponds to the offset of the separator. Assume we are using a rate of 1. 

Assume the algorithm goes through the points in the data set in order. For each of the points in the data set, write the weight vector after that point is examined in the inner loop of the algorithm. The weight changes are cumulative just like in the algorithm. If the weight does not change after examining a point, just copy the same weight vector from the previous point. 

1. After point 1: [image: image1.wmf]


2. After point 2: [image: image2.wmf]


3. After point 3: [image: image3.wmf]


4. After point 4: [image: image4.wmf]


5. After point 5: [image: image5.wmf]


6. After point 6: [image: image6.wmf]


7. After point 7: [image: image7.wmf]


8. After point 8: [image: image8.wmf]
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