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Purpose of this Document

This document defines the rules for and constraints on Blue Cell network design during the Cyber Defense Exercise (CDX) 2008.
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1 OVERVIEW
1.1 General Principles

1.1.1 Each Blue Cell will have discretion to design and build its own local network, but the parameters of such design will be controlled by the rules laid out in this document.
1.1.2 In particular, each available network component or configuration feature will have an associated cost. These costs will simulate both resource and manpower constraints. An item may have high cost if it is expensive to purchase on the open market. An item may also have high cost if its effective use requires careful configuration, constant monitoring, or some other labor-intensive involvement.

1.1.3 The costs assigned to network components and configuration features are notional, and are not intended to rigorously mimic real-world costs. Instead, they are intended to present Blue Cell teams with a set of trade-offs and difficult decisions, similar to those encountered by network engineers in real-world situations.

1.1.4 Certain equipment will be available free of cost. These free components will simulate equipment deployed with the Blue Cell team, equipment provided by Ruritanian authorities, and equipment that is trivial to acquire and install. Specific cases are described in the following sections.
1.2 Available Budget

1.2.1 Each Blue Cell team will submit two designs for its operational network. The first will be based on a budget of 5,000 Ruritanian marks, while the second will be based on a budget of 6,500 Ruritanian marks.

1.2.2 The submission of two network designs is intended to provide Blue Cell personnel more experience in sound design practice, and to provide JTF-FD a fallback position should the 5,000-mark budget prove too confining for the exercise. Blue Cell personnel are advised that JTF-FD will almost certainly require all teams to build to their 5,000-mark designs.
1.2.3 No network design will be approved by JTF-FD if it exceeds available budget, or if it violates any portion of the exercise directive. In particular, all hardware and software components introduced to a Blue Cell network must be approved by JTF-FD, whether they carry a budget cost or not.
1.2.4 Note that all notional costs apply only during the active phase of the exercise, and only outside of each Blue Cell’s daily maintenance period. In particular, hardware and software components may be freely added to any Blue Cell network during the build phase of the exercise, and during scheduled maintenance periods. The intent is to permit Blue Cell personnel to use all available resources to prepare for the exercise, and to repair network faults during scheduled downtime. However, any hardware or software in excess of the notional budget, or in violation of the submitted network design, must be removed before operational activity begins or resumes.

1.3 Timeline and Adjudication

1.3.1 Blue Cell teams may submit proposed network designs to JTF-FD at any time following receipt of these rules. JTF-FD will evaluate any proposals received and indicate any items which, in its judgment, constitute violation of the exercise directive or these rules. JTF-FD will also be available to clarify and issue modifications to these rules as needed. Blue Cell teams are strongly encouraged to take advantage of this opportunity for consultation.

1.3.2 Each Blue Cell team must submit its final network designs, clearly marked as such, to JTF-FD no later than COB on 4 April 2008.

1.3.3 JTF-FD will deliver approval of all network designs no later than COB on 11 April 2008, after which component commands may build their local networks according to the approved designs.
1.3.4 With respect to compliance of network designs with the exercise directive and these rules, the decision of JTF-FD is final.
2 HARDWARE COMPONENTS
2.1 Nodes
2.1.1 According to Federal Standard 1037C, a node is “a terminal of any branch of a network or an interconnection common to two or more branches of a network.” For the purpose of these rules, a node is a piece of network hardware. Examples of nodes include:
· Desktop or laptop computers

· Routers
· Switches which perform data filtering at the network layer or higher

2.1.2 Some items of equipment attached to a Blue Cell network do not constitute nodes. For example, a hub or unmanaged switch that works only at the physical or data link layer, or which performs only “dumb” forwarding of network traffic, should not be considered a node. Consult with JTF-FD for clarification as to whether any specific piece of network hardware should be considered a node.
2.1.3 Certain nodes will be provided to each Blue Cell free of charge (see Section 4). Each Blue Cell team may also build two nodes of its own without cost (see Section 4.3.1). Aside from these “free” nodes, each node placed on a Blue Cell network carries a cost of 300 marks.
2.2 Network Interfaces

2.2.1 Each node on the Blue Cell network may have one network interface free of cost. Each additional network interface after the first for any given node (including the “free” nodes described in Section 4) carries a cost of 200 marks.

2.2.2 Network interfaces that are disabled, or that are not connected to anything, are not counted when assessing cost.

3 SOFTWARE COMPONENTS

3.1 Server Software
3.1.1 Many nodes will run server software, providing a mission-critical service to multiple users on the local Blue Cell network, or even to all users in the exercise. Examples of servers include, but are not limited to:

· Database server, running MySQL, Oracle, or some other database application

· Domain controller, providing Windows Active Directory service
· Domain Name Service (DNS) server, providing name resolution service
· Dynamic Host Configuration Protocol (DHCP) server, providing IP addresses

· Email server, storing and providing email to users

· Email relay server, performing mail relay to protect the main email server

· File server, providing storage for users who routinely log into other hosts

· Log server, recording output from various other nodes for operator analysis

· Web server, providing content to web browsers elsewhere on the network

· Web proxy server, performing HTTP indirection to protect the main web server
3.1.2 One node may provide multiple services. For example, both a relational database server and a web server may be installed on the same node, permitting that host to perform both storage and presentation functions for corporate data.

3.1.3 Each distinct package of server software installed on a Blue Cell network carries a cost of 200 marks. If more than one logically distinct server package is installed on the same node, each must be paid for separately. Multiple instantiations of the same server software, installed as backup or supporting systems, must also be paid for separately.

3.1.4 JTF-FD will make any necessary determination as to what constitutes “server” software, whether two given server packages are logically distinct, and so on. Any such determinations will be recorded in the Approved Hardware and Software Components List maintained by JTF-FD. In general, unless noted otherwise, two software packages that are listed separately should be considered logically distinct.
3.2 Firewalls and Network Intrusion Detection Systems
3.2.1 Certain nodes may serve as firewalls. For the purpose of these rules, a firewall is defined as any device which inspects network traffic, and automatically permits or denies passage to data packets based on a set of predefined rules. A firewall may be implemented as installed software, or as an inherent feature of network hardware.

3.2.2 A network intrusion detection system (NIDS) is similar to a firewall system, in that it inspects network traffic. Instead of automatically permitting or denying passage, however, it simply monitors the traffic and flags any suspicious data for human inspection. Examples of NIDS include Kismet or Snort.

3.2.3 Any node on the Blue Cell network (with one exception, as detailed in Section 4.3.3) which acts as a firewall or which has installed NIDS carries an additional cost of 200 marks, plus 200 marks per covered network interface including the first.

3.2.4 Note that many operating system loads have firewall software installed by default (e.g. iptables on Linux systems, or Windows Firewall). If these features are to be present and active on a Blue Cell host at any time during active operations, the cost for a firewall must have been paid during the network design phase. If the cost is not paid, then the firewall must be disabled during exercise operations.
3.3 Packet Sniffer Software

3.3.1 A packet sniffer is software which records network traffic, either logging packet information to a file for later inspection, or presenting packets to the user for real-time inspection. It does not function as a firewall or NIDS, in that it performs no automatic inspection of network traffic for hostile activity. Examples of packet sniffers include tcpdump or Wireshark.

3.3.2 If one or more packages of packet sniffer software are installed on a given node, this carries a cost of 200 marks (with one exception, as detailed in Section 4.3.3). If more than one logically distinct package of packet sniffer software is installed on the same node, this carries no additional cost.

3.3.3 Packet sniffer software installed on different nodes must be paid for separately. This specifically includes instantiations of the same software, installed on multiple nodes.

3.3.4 Note that many operating system loads have packet sniffer software installed by default. For example, most current Linux distributions include some version of tcpdump. If the cost for packet sniffer software has not been paid for a given node, then these default installations may not be used from that node during active operations. However, they need not be removed from the node (and they may be used during the build phase or during downtime – see Section 1.2.4).
3.4 Testing Software

3.4.1 For the purpose of these rules, testing software is defined as any software intended to test the integrity or continued availability of network systems, but which have no ability to function as a firewall, NIDS, or packet sniffer. Examples of testing software include, but are not limited to:

· Interactive hardening scripts, such as Bastille Unix.
· Vulnerability scanners, such as Nessus.
· Network monitoring and management tools, such as What’s Up Gold.
· Host-based intrusion detection systems and file-integrity monitors, such as AVG AntiVirus, Osiris, or Tripwire.

3.4.2 If one or more packages of testing software are installed on a given node, this carries a cost of 100 marks (with one exception, as detailed in Section 4.3.3). If more than one logically distinct package of testing software is installed on the same node, this carries no additional cost.

3.4.3 Testing software installed on different nodes must be paid for separately. This specifically includes instantiations of the same software, installed on multiple nodes.

3.5 Other Software Loads

3.5.1 All software installed on FORNET systems remains subject to JTF-FD approval.
3.5.2 Any software that has been approved, but which cannot be classified as server, firewall, NIDS, packet sniffer, or testing software, may be installed and used free of charge.
3.5.3 Any software libraries needed to support approved software are also approved and free of charge, whether they are explicitly listed on the approved-components list or not.
3.5.4 Consult with JTF-FD if there is any question as to how to classify desired software.

3.6 Operating System and Application Patches

3.6.1 It is expected that Blue Cell teams will wish to harden nodes on their networks. Subject to any restrictions imposed by the exercise directive, Blue Cell personnel may perform vulnerability analysis on any node on their network, and manually make any configuration changes required to improve the node’s security. Any such manual reconfiguration may be done without charge, so long as no new software is installed.

3.6.2 Subject to any restrictions imposed by the exercise directive, patches or Service Packs may also be installed free of charge on most nodes of the Blue Cell network. For the sole exception, see Section 4.3.3.
4 FREE COMPONENTS
4.1 Free VPN Endpoint
Ruritanian authorities have provided a Cisco 2800-series router to serve as each Blue Cell’s VPN endpoint. Blue Cell personnel will not have any control over this router during the active phase of the exercise. This node and its configuration are not counted against the network design budget.
4.2 Free Server Components

4.2.1 Ruritanian authorities have provided the following nodes with pre-installed server software. These nodes must be included in the Blue Cell network (with some exceptions as noted below), and are not counted against the network design budget:

· Microsoft Windows 2003 (Service Pack 2) server: Active Directory Domain Controller (including DNS).

· Microsoft Windows 2003 (Service Pack 2) server: Microsoft Exchange 2003 Email Server.

· Linux Fedora Core 6 server: Apache web server (includes MySQL database).

· Microsoft Windows 2000 (Service Pack 4) server: Jabber instant messaging server.

4.2.2 The Active Directory domain controller and the Exchange email server may be supplemented by secondary or backup servers at normal cost. These two nodes may not be discarded. Each must be present and operating on the Blue Cell network. The intent is to ensure that these services, critical to the success of the exercise, are available without requiring any Blue Cell team to configure them from scratch.
4.2.3 The Instant Messaging server may be supplemented by secondary or backup servers at normal cost. This node may also be discarded (i.e. removed entirely from the Blue Cell network and replaced by new nodes and server packages). The cost to discard the Instant Messaging server node is 400 marks.

4.2.4 The Web/SQL server may be supplemented by secondary or backup servers at normal cost. This node may also be discarded. Alternatively, one of the two services it provides (i.e. the Apache web server or the MySQL database) may be disabled, to be replaced by an equivalent service on a new node. The cost to disable one of the two services on the Web/SQL server node is 700 marks. The cost to discard the node entirely is 1,100 marks.
4.2.5 Any Ruritanian node which is not discarded (or which may not be discarded) must make its services available to all authorized users throughout the FORNET. In particular, it may not be effectively disabled by firewalls or packet filtering, with other nodes providing the required services.
4.2.6 This cost to discard a Ruritanian node represents the hardship inherent in replacing a configured node at the last minute before mission-critical operations begin. Any replacement nodes may be built using any approved operating system and application software load, at normal cost. Note that the cost for “discarding” either node includes a one-node discount, reflecting the fact that the provided hardware can now be repurposed.
4.2.7 Example: After performing an extensive vulnerability analysis, Blue Cell decides that the Web/SQL server provided by Ruritanian authorities cannot realistically be hardened, and is too untrustworthy to be permitted on the network. The team pays 1,100 marks to discard the node entirely, but must now provide the same functionality by building new nodes and installing similar software. If only one new node is used to replace the Ruritanian server, then the total cost of the maneuver will be 1,800 marks (1,100 marks to discard the original server, 300 marks for the new node, and 400 marks for the web and database server packages). If two new nodes are used, then the total cost of the maneuver will be 2,100 marks (1,100 marks to discard the original server, 600 marks for the new nodes, and 400 marks for the two server packages).

4.2.8 Any additional servers must be charged against the Blue Cell team’s budget. Any extra network interfaces, firewalls, NIDS, packet sniffers, or testing software installed on one of the Ruritanian servers must also be charged against the Blue Cell team’s budget.
4.3 Free Client Components

4.3.1 Each Blue Cell team may build two additional nodes free of charge. They may be built using any approved operating system and application software load. These two nodes represent administrative workstations deployed from the United States with each component command during Operation FORWARD DEFENSE. Any extra network interfaces, server software, firewalls, NIDS, packet sniffers, or testing software installed on these nodes must be paid for.
4.3.2 U.S. authorities have provided the following nodes. These nodes must be included in the Blue Cell network, and are not counted against the network design budget. They may not be rebuilt or discarded.
· One Microsoft Windows XP (Service Pack 1) workstation.

· One Microsoft Windows XP (no service pack) workstation.

· One Linux Fedora Core 4 workstation.

4.3.3 The three workstations provided by U.S. authorities will be used to simulate large arrays of user workstations. As such, any attempt to patch or monitor these nodes represents a serious commitment of resources and manpower. If new Service Packs or patches are applied to any or all of the user workstations, this carries a cost of 500 marks. If testing software is installed directly on any or all of them, this carries a cost of 2,000 marks. If firewalls are activated or NIDS or packet sniffers are installed directly on any or all of them, this carries a cost of 4,000 marks. All of the above costs are regardless of the number of software packages installed on any one workstation (e.g. firewalls and NIDS could be installed on any or all of them for the same flat cost of 4,000 marks).
4.3.4 Any additional workstations not covered by the above provisions must be charged against the Blue Cell team’s budget.
5 NETWORK DESIGN
5.1 Allocation of Subnets

5.1.1 Blue Cell teams may use available network components to define logical subnets in any convenient manner.

5.1.2 Firewalls or router nodes may be used to perform Network Address Translation (NAT) in any convenient manner without additional cost.
5.2 Placement of Nodes

5.2.1 Any convenient network topology may be used, subject only to the limitations of the budget available for the purchase of components. Servers, routers, and administrative workstations may be placed in any convenient location within the Blue Cell network.

5.2.2 The three user workstations described in Section 4.2 may be placed in any convenient location within the Blue Cell network. However, they must be logically adjacent to each other and may not be placed in different logical subnets.
5.2.3 Each Blue Cell will maintain a dedicated connection into its local network for the White Cell liaison’s laptop. This host must reside within the inner virtual private network (VPN) interface, but outside of the outermost Blue Cell firewall. It must have access to all local services through the firewall.

5.2.4 Each Blue Cell will also maintain a dedicated connection into its local network for the White Cell liaison’s LARIAT host. The LARIAT host will be used solely for traffic generation, and will not serve as a vector for hostile activity against BLUENET systems. The LARIAT host must be placed adjacent to the user workstations on the same subnet.

5.3 “Mobile” Nodes

Blue Cell teams may wish to construct “mobile” nodes (i.e. laptops with convenient sets of diagnostic software), to serve as administrative workstations which can easily be moved from one subnet to another. So long as such a node is at no time in violation of any exercise rules, this strategy is permissible. The node may be built at normal cost. It should be specifically indicated as being “mobile” on any network design submitted to JTF-FD.
6 SPECIAL CONSIDERATIONS
6.1 Budget Supplements

6.1.1 At its own discretion, JTF-FD may amend these rules by releasing more notional funds during the design phase of the exercise.

6.1.2 At its own discretion, JTF-FD may also release more notional funds at the end of each day of the active phase of the exercise. Such additional funding will not occur every day of the exercise, and will not normally exceed 500 marks per day. This option will be used as a balancing tool, permitting Blue Cell personnel to deploy additional security measures in response to successful Red Cell activity.

6.1.3 Each Blue Cell team will receive authorization to spend the same amount, and may spend it on additional components as needed. New hardware components may be added, new software may be installed, and so on. Hardware nodes may even be moved within the network, within reason. All notional costs for additional hardware and software are the same as during the network design phase of the exercise.

6.1.4 Any proposed changes must be submitted to JTF-FD for approval before being implemented. Any funds not spent by the beginning of operations on each day of the exercise are lost. Blue Cell teams are advised to prepare contingency plans for the use of any additional funds that may be forthcoming.
6.2 Virtual Machine Images

6.2.1 Some hosts on the Blue Cell network may be implemented as virtual machine (VM) images, to be run on any available hardware. The intent is that the combination of physical host and VM will simulate a single node that is logically equivalent to the VM alone. If the physical host performs any function that is not compatible with this simulation, then it must be treated as being distinct from the VM.

6.2.2 The physical host running a VM may be ignored for the purpose of evaluating the total cost of a network design, if and only if it plays no independent role in the exercise. In this case, the physical host may perform no other function than to run the VM and provide a user interface for it. It must pass all network traffic to and from the VM without filtering, monitoring, or modifying the content in any way. In this case, the IP address of the physical host must still be recorded in the submitted network design, so that it can be placed off-limits for Red Cell attack.
6.2.3 If the physical host plays any other function, then it must be counted as a node separate and distinct from the VM it supports. Possible additional functions include but are not limited to the following:

· Serving as an independent administrative workstation on the network.
· Hosting one or more network services independent of those offered by the VM.
· Filtering or monitoring network traffic to and from the VM.
6.2.4 A physical host which is being counted as a node distinct from its supported VM must be counted as having at least two network interfaces, one for its own physical connection to the Blue Cell network, and one for each supported VM.

6.3 IPSec

6.3.1 Any network component which is capable of using the IPSec protocol suite may do so, so long as intercommunication with the rest of the FORNET remains seamless.
6.3.2 If any or all components are configured to use IPSec, this normally carries a flat cost of 400 marks covering the entire Blue Cell network. However, if IPSec is configured to enforce port-and-protocol access controls (in effect, imposing packet filtering across the network) then this carries a flat cost of 1,000 marks.
7 SUMMARY OF NOTIONAL COSTS

	Network Component or Configuration Feature
	Cost

	Each node

· Exception: Nodes provided by Ruritanian or U.S. authorities are free
· Exception: Two nodes built by Blue Cell are free
	300 marks

	Each active network interface after the first for a given node
	200 marks

	Each server software package installed
· Exception: Server software installed by Ruritanian authorities is free
	200 marks

	Firewall activated or NIDS installed on a given node
· Exception: U.S. provided user workstations (see below)
	200 marks, plus 200 marks per network interface

	Any or all packet sniffer software installed on a given node
· Exception: U.S. provided user workstations (see below)
	200 marks

	Any or all testing software installed on a given node
· Exception: U.S. provided user workstations (see below)
	100 marks

	Discarding the Ruritanian Instant Messaging server node
	400 marks

	Disabling one service on the Ruritanian Web/SQL server node
	700 marks

	Discarding the Ruritanian Web/SQL server node entirely
	1,100 marks

	Applying patches or Service Packs to any or all U.S. provided user workstations
	500 marks

	Installing testing software on any or all U.S. provided user workstations
	2,000 marks

	Installing firewalls, NIDS, or packet sniffers on any or all U.S. provided user workstations
	4,000 marks

	Activating IPSec on part or all of the Blue Cell network (no packet filtering)
	400 marks

	Activating IPSec on part or all of the Blue Cell network (with packet filtering)
	1,000 marks
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